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Abstract

In the present work, a computational model based on an Eulerian—Eulerian approach was used for the simulation of the transient two-phase
flow in a rectangular partially aerated bubble column. Superficial gas velocities (Ug) ranging from 0.24 to 2.30 cm/s were used throughout both
the experiments and the simulations. The calculated results were verified by comparing them with experimental data including measurements of
gas hold-up, plume oscillation period (POP) and Sauter mean bubble diameter. The study shows the effect of mesh refinement, time-step and
physical model selection, the latter regarding the role of bubble size distribution and non-drag forces, on the computational results. According
to the results presented here, the representation of bubble populations using multiple size groups (MUSIG model) instead of a single group
improves the prediction of the experimental parameters under study. Additionally, the results obtained after including the virtual mass force term
do not differ considerably from those obtained including only the drag force. On the contrary, as a consequence of introducing the lift force
term into the model, the gas hold-up is overestimated and a non-symmetric bubble plume oscillation appears, a fact that is not experimentally

observed.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Bubble columns are multiphase reactors where the gas, that
constitutes the dispersed phase, is distributed at the bottom of the
column and rises as bubbles through the liquid, which constitutes
the continuous (stationary or flowing) phase. These equip-
ments are used in many important industrial processes involving
gas—liquid systems in the chemical (e.g. manufacture of syn-
thetic fuels), biological (e.g. fermentors) and petrochemical (e.g.
coal liquefaction) areas. This is mainly due to the advantages
that they present over other multiphase reactors, advantages that

Abbreviations: CFL, Courant, Freidricks, Levy; E-E, Euler—Euler model;
E-L, Euler-Lagrange model; DBVF, dispersed bubble vortical flow; FDVF,
fully developed vortical flow; POP, plume oscillation period; TVF, transitional
vortical flow
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include low price, simple construction, low operational costs,
efficient mixing and high mass and heat transfer efficiency (large
interfacial areas). Despite the extended industrial applications
of bubble columns, there are still some unanswered questions
regarding their design and scale-up, basically due to the par-
tial knowledge of the fluid dynamics of the gas-liquid flow. In
this context, the use of computational fluid dynamics (CFD)
becomes an essential tool since it can predict and describe the
fluid hydrodynamics on both local and global scale. In this way,
numerous multiphase flow CFD studies have been published in
the last 10 years. However, several modeling problems are yet to
be solved due to the complex hydrodynamic characteristics, the
inherent unsteadiness of the liquid flow generated by the passage
of bubbles or the uncertainty on the interfacial interactions.
Two main approaches are often used when modeling
gas-liquid flow in bubble columns: Euler—Euler (E-E) [1-7]
and Euler-Lagrange (E-L) [8—11]. The E-E approach (the two-
fluid model) considers the gas and liquid phases in an Eulerian
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Nomenclature

B, C mass source due to breakage and coalescence,
respectively (kg/m? s)

Cp drag coefficient

CL lift coefficient

CvMm virtual mass coefficient

Ce1 parameter in k—& model

Ce2 parameter in k— model

C, parameter in k—& model

dy bubble diameter (m)

ds global mean Sauter diameter (m)

Eoq Eo6tvos number

fBv break-up fraction

fi volume fraction of bubbles of class i

Fg calibration coefficient

Fer calibration coefficient

F; global mean size fraction of bubble group i

F interphase momentum forces between phases
vector (N)

g specific break-up rate of bubbles (1/s)

g gravity vector (m/s?)

G specific coalescence rate of bubbles (m3/s)

hg critical film thickness (m)

ho initial film thickness (m)

k turbulent kinetic energy per unit mass (m?/s%)

m mass (kg)

M Morton number

N number of groups in multisize bubbles model

P pressure (N/m?)

rij equivalent radius (m)

Si mass source term in gas phase equation (mass
conservation) (kg/m3 S)

Sij cross-sectional area of colliding particles (m?)

t time (s)

tij time required for coalescence (s)

Uy turbulent velocity (m/s)

Ug gas superficial velocity (m/s)

v vertical component of the velocity vector (m/s)

v velocity vector (m/s)

AN terminal velocity (m/s)

Xx,y,z spatial coordinates (width, length and depth,

respectively) (m)

Greek letters

volume fraction

surface tension coefficient (N/m)
eddy dissipation rate (m?/s®)
viscosity (kg/m s)

kinematic viscosity (m3/s)

size of eddies in the inertial sub-range of isotropic
turbulence

density (kg/m?)

constant in k—¢ model

constant in k—e model

turbulent Prandtl number

Tjj contact time (s)

T shear stress tensor (kg/m s2)
Xe critical energy for break-up
We curl of continuous phase velocity (1/s)
Superscripts

+, — gain or loss

D drag

LF lift force

VM virtual mass

Subscripts

eff effective

g gas

i class of bubbles

k, m 1 (liquid phase)/g (gas phase)
1 liquid

lam laminar

t turbulent

representation as two interpenetrating fluids. The phases interact
through the interphase transfer terms and individual solutions of
the mass and momentum balances are needed [12]. On the other
hand, the E-L approach tracks each bubble separately while the
liquid phase is treated as a continuum. In this way, separate force
balance equations are solved for each individual bubble while
both phases interact through a source term in the momentum
equation. The use of the E-L. model allows the introduction of
coalescence, break-up and collisions relative easily, but the num-
ber of bubbles is limited and it can be computationally expensive.
Additionally, E-E simulations are applicable to a wider range of
volume fractions, while E-L is restricted to low particle volume
fractions as the fraction of volume taken by the particles is not
included in the continuous phase calculation. Furthermore, the
use of high order discretization schemes with the E-E approach
solves the problem of the higher numerical diffusion obtained
in comparison with the E-L approach [13], a fact described by
Sokolichin et al. [14].

Several attempts have been made in order to model the hydro-
dynamics of bubble plumes in bubble columns [1,5,8,12,15,16].
Bubble plumes were first described by Chen et al. [17] and
Tzeng at al. [18] in two-dimensional (2D) uniform aerated
bubble columns and by Chen et al. [19] in a cylindrical
(three-dimensional (3D)) uniform aerated bubble column. These
authors observed, at increasing values of gas superficial veloc-
ities (Ug), two flow regimes: the dispersed bubble and the
coalesced bubble flow regimes. At the same time, the coalesced
bubble flow regime was subdivided into the vortical—spiral (3D
bubble column) or vortical (2D bubble column) regime and
the turbulent flow regime. The vortical flow regime presented
four different flow regions: descending, vortical, fast bubble and
central plume. Nevertheless, the four-region flow described by
Tzeng et al. [18] evolved, at increasing values of Ug, to a three-
region flow consisting on one central fast bubble region together
with the vortical and descending flow regions. Furthermore, the
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four-region flow was not observed for bubble columns of width
less than approximately 20 cm. The fast bubble flow region is
very characteristic of this type of flow since it was shown to
describe a wavelike motion in 2D bubble columns and a spiral
motion in 3D bubble columns [19]. In line with the existence
of the vortical flow regime and the experiments performed by
Tzeng et al. [18] with non-uniform gas injection, Becker et al.
[15] studied the resulting flow patterns when using an unsym-
metrical gas distribution. The bubble plume formed showed an
oscillatory movement with a behavior equivalent to that of the
fast bubble region described by Tzeng et al. [18]. After the exper-
iments reported by Becker et al. [15] many authors have studied
partially aerated bubble columns [1-3,12,16,20-25]. Among
them, Diaz et al. [25] showed that in a partially aerated bub-
ble column the dispersed bubble and turbulent flow regimes are
not observed prevailing the vortical flow regime at all values
of Ug. Also, Diaz et al. [25] described the existence of three
flow patterns included in the generic vortical flow regime: the
dispersed bubble vortical flow (DBVF), the transition vortical
flow (TVF) and the fully developed vortical flow (FDVF). The
differences between these three flow regimes were based on the
bubble size distribution, frequency of oscillation of the bubble
plume as well as on the apparent aeration of the bubble column
along its height.

Detailed computational studies have been performed to sim-
ulate the dynamics of bubble plumes in bubble columns. Good
agreement between experimental and computational data on the
oscillating behavior of the bubble plume was obtained by Becker
at al. [15]. Pfleger et al. [5] concluded that 3D simulations and
the consideration of the well known k—¢ turbulence model for the
continuous phase are needed in order to reproduce the periodic
movement of the bubble plume. According to Pfleger’s studies,
2D simulations do not show this oscillating behavior due to an
over prediction of the turbulent energy in the fluid. Mudde and
Simonin [12] confirmed Pfleger’s findings [5] regarding the need
of a 3D simulation for the correct prediction of the oscillating
flow. Furthermore, Mudde and Simonin [12] reported that, in
order to accurately calculate the plume oscillation period (POP)
and the amplitude of the velocity field, the virtual mass force
together with the drag force should be considered. Sokolichin
and Eigenberger [1] also showed that a 3D simulation with the
consideration of the k—¢ model leads to a satisfactory agreement
with experimental data. However, Pan et al. [7] reported that
2D simulation of the dispersed bubbly flow in a 2D bubble col-
umn captures the key features of large structures and reproduces
mean flow quantities. Buwa et al. [16] reported good agreement
between experimental and simulated POPs. According to their
results [16], the representation of the gas sparger does not have
significant influence on the simulated POP results being the bub-
ble size distribution the determining variable. Oey et al. [26]
found that the numerical diffusion caused by the particular dis-
cretization schemes used for the convective terms affected the
simulation results in such a way that if considerable numeri-
cal error occurs, the calculated results do not show a transient
behavior. Bech [4] studied the effect of different dynamic tur-
bulence models. According to Bech’s results, the simple mixing
length turbulence model leads to the best results for the predic-

tion of the POP while, qualitatively, the k—» model leads to a
more accurate reproduction of the bubble plume than the classic
k—e model.

Most of the simulations performed to model the hydrodynam-
ics of bubble plumes mentioned above have used the assumption
of a single bubble size distribution. This assumption may be
valid under the dispersed bubble flow regime since the interac-
tion between bubbles is low and the bubble size distribution is
very narrow. However, as Ug increases, coalescence and break-
up phenomena become important giving as a result a wide bubble
size distribution, a fact that differs considerably from a sin-
gle mean bubble size consideration. Several models have been
used to calculate coalescence and break-up frequencies [27-29]
while, more recently, these models have been implemented into
CFD codes [16,30-33]. The implementation was based on the
solution of the mass and momentum equations for all bubble
sizes [31], on the solution of only the mass transfer equation for
all bubble sizes while they share a common velocity field [30]
or on the consideration of equilibrium between coalescence and
break-up frequencies [32]. Buwa et al. [16] implemented differ-
ent coalescence and break-up models and compared their results
with experimental data, finding a qualitatively better agreement
with the breakage probability proposed by Lehr and Mewes [32].
Despite the implementation of multiple size models into the CFD
codes and the importance of simulating the evolution of the bub-
ble size distribution, only a few studies have included them into
the simulations [34,35].

In this paper, a full 3D E-E modeling of the hydrodynam-
ics of unsteady flow structures developed in a symmetrically
aerated 2D bubble column is presented at different values
of Ug, allowing the study of the DBVF, TVF and FDVF
regimes. The commercial code CFX 10.0 from Ansys, Inc.,
based on the finite volume technique, is used. The gas is consid-
ered as the dispersed phase in the form of spherical bubbles
while the liquid is considered as the continuous phase. Sin-
gle and multiple size group models are used and the results
are compared. Furthermore, the effect of the inclusion of non-
drag forces (virtual mass and lift forces) on the hydrodynamic
characteristics of the flow is studied. Qualitative validation
of the proposed model is achieved by comparison of experi-
mental images of the flow inside the lab bubble column with
snapshots of the calculated flow characteristics. Quantitative
validation is based on experimental measurements of the gas
hold-up and the POP at different Ug values. Also the evolu-
tion of the predicted global Sauter diameter is compared to
the experimental values obtained by means of a photographic
technique. Conclusions about the use of multiple bubble size
versus single bubble size models as well as the inclusion of
non-drag forces are presented in the following sections of this

paper.
2. Hydrodynamic equations and computational model
Evaporation and condensation processes are considered neg-

ligible and inter-phase mass transfer is not included in this
analysis. The fluids are assumed incompressible and isothermal.
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2.1. Mass conservation equation

Considering the simplifications previously mentioned, the
Reynolds averaged form of the mass conservation equation in
the Eulerian framework is given by Eqs. (1) and (2):

d
liquid phase: - (pien) + ¥ - (proavy) = 0 (1)

d
gas phase:  —(pyeg /i) +V - (Pt o fi) = S @)

where oy, is the phase volume fraction, p; the phase density,
v the phase velocity vector (being k=1 the liquid phase and
k=g the gas phase), f; the volume fraction of bubbles of class
i (fi = ag,/og) and S; is the mass source term that takes into
account the death and birth of bubbles caused by break-up and
coalescence processes. With the above consideration of zero
inter-phase mass transfer, it is clear that S; = 0 under the assump-
tion of constant and uniform bubble size, assumption only valid
at low Ug values. However, N groups of bubbles need to be
considered at sufficiently large Ug values at which bubbles of
different diameters exist (see Section 5.2). In this case, S; is
calculated as

Si={Bi — Bf +C; — C;} )

where i varies from 1 to N (i=1, 2, ..., N), B and C stand for
breakup and coalescence and + and — for gain or loss, respec-
tively. The multiple size group model considered in this work
uses equal diameter discretization. Ten groups of bubbles rang-
ing from diameters of 1 to 10 mm, respectively, are considered
(see Table 1).

The simulations of the break-up phenomena are performed
using the Luo and Svendsen model [28], based on the theory of
isotropic turbulence and probability. This model assumes binary
break-up and contains no adjustable parameters. The break-up
rate of bubbles of volume v; into bubbles of volume v; is given
by

13 4 2
€ I+8&° _
iv;) = 0.923Fg(1 — — —— 2~ e X d
st =omnn-e(z) [ S o

where ¢ is the turbulent energy dissipation rate, Fg the calibra-
tion coefficient, d the bubble diameter, £ the dimensionless size

Table 1
Size group discretization

Group number (g) Diameter of the group (mm)
1 1.45
2 2.35
3 3.25
4 4.15
5 5.05
6 5.95
7 6.85
8 7.75
9 8.65

10 9.55

of eddies in the inertial sub-range of isotropic turbulence and .
is the critical dimensionless energy for break-up given by

2/3
120 fa + (1 — fy)?? — 11y

2p182/3d,-5/3é“/3

Xe = &)

where fgy is the break-up fraction (fgy = m;/m;, being m; the mass
of group i) and y is the surface tension coefficient. The lower
limit of the integration in Eq. (4) is given by

1/4
(1/ev?)
min = 11.4/T‘ ©)

1

where v is the liquid kinematic viscosity. Considering the defi-
nition of the break-up rate given by Eq. (4), the gain and loss of
bubbles of group i due to break-up are given by

Bf = pgag | Y gwisvi)fi |,

j>i

B = pgag | £ _gwjiv) %)

j<i

The Prince and Blanch model [27] is used for the modeling of
the coalescence processes. According to this model, coalescence
of bubbles takes place after a collision of two bubbles, drainage
of the layer of liquid trapped between them and rupture of the
resulting liquid film. The first step, the collision, is a result of
turbulence, buoyancy or laminar shear. Simulations in this work
are performed under the consideration of turbulence as the only
contribution to the resulting collision frequency, being buoyancy
and laminar shear contributions considered negligible [35]. With
this assumption, the rate at which bubbles of size v; coalesce with
bubbles of size v; to form bubbles of size v; + v; is given by

1/2 ;.77
Qi v)) = FerSyul +u?)'’? i/ @®)

where Fcr is a calibration factor and Sj; is the cross-sectional
area of the colliding particles expressed as

T
Sij = 7 (i + dj)? )
ug is the turbulent velocity calculated as
g = 26'3d!? (10)

and #; and 7;; are the time required for coalescence and the
contact time, respectively:

3N\ 12 2/3
= 20) (M r = (11)
Y\ 16y he )’ VT el3

where hy is the initial film thickness, /5 the critical film thickness
when rupture occurs and 7;; is the equivalent radius that can be
calculated as

ERLYANRAY 0
=[5 (3 "
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The calculation of the gain and loss of bubbles of group i due to
coalescence can be performed as

1 mj+m
CF = (pgary)? 2;;Q(vj; vk)Xjkifjfkr;jimkk
1
C; = (pgtg)* ZQ(vj;vk)fifj; (13)
J ’

where Xj;; represents the fraction of mass due to coalescence
between groups j and k which goes into group i.

2.2. Momentum conservation equation

Assuming that all bubble groups share a common veloc-
ity field [30], the Reynolds averaged form of the momentum
conservation equation for each phase is given by Eq. (14):

d
E(Pkakyk) + V- (oravgvy)
= —arVp + prarg — V(okt,) + Fim (14)

where g is the gravity vector, p the pressure, assumed to be equal
for both phases since the interfacial pressure drop is considered
negligible, 7, the phase shear stress tensor and F, represents
all the inter-phase momentum forces between phase k and m.
The consideration of a common velocity field for all bubbles
is a simplification that allows for the consideration of higher
number of bubble size groups while keeping the computational
time under practical limits. Considering a Newtonian fluid, the
shear stress tensor is given by

1, = etk (Yor + (Yo' (15)

where Liesk is the effective viscosity of phase k.
2.3. Turbulence modeling

Closure of Eqgs. (14) and (15), requires an expression for the
eddy viscosities of the gas and the liquid phases. The effective
viscosity of the liquid phase, pieft, is calculated as the result of
two contributions:

Meff,] = Mlam + e, j (16)

where (t1am s the laminar liquid viscosity and g1 is the turbulent
liquid viscosity. The last term is calculated using the standard
two-equation k—e turbulence model [36], where k represents the
turbulent kinetic energy and ¢ its dissipation rate. The turbulent
viscosity based on the k—¢ model is formulated as

k2
Ml = PLC;L? a7

being k and ¢ calculated from their conservation equations [37].
The k—e model is applied, in this work, with its standard constant
values: C;, =0.09, C;=1.44, C:2=192, 0, =1.0 and 0, =1.3.
These constants, although not universal, are commonly used
in the case of single-phase flow. No modifications due to the

influence of the dispersed phase on the turbulence of the liquid
phase are introduced in this work due to the satisfactory results
obtained with the standard k—¢ model [38] together with the
negative effects of introducing bubble induced turbulence terms
[39].

The calculation of the turbulent gas viscosity, i, is based
on the dispersed phase zero equation model [40]:

Mg = —— (18)

The parameter o is a turbulent Prandtl number relating the dis-
persed phase kinematic eddy viscosity to the continuous phase
kinematic eddy viscosity.

2.4. Interphase momentum transfer models

The interphase momentum transfer term in Eq. (14), Fg, can
be calculated as

—Fg=Fig=Fp+ Fig + F)" (19)

F E,, F {:gF and F ?;M are the drag, lift and virtual mass forces. The
interphase momentum exchange due to the drag force is given

by
3
Fiz = 3Cpogpilv, — ul(@g — w) (20)

where Cp represents the drag coefficient that is calculated
according to Eq. (12) [41]:

4 (p—p dy
Cp = ( g) 8% 1)
3 01 Vb

V}, represents the terminal velocity and dy, the bubble diameter.
The terminal velocity is calculated as

Vp = L0149 (7 _0.857) (22)
pidy
where M is the Morton number and J is defined as
0.94H%71 2 < H <593
= 441 (23)
3.42H" H> 593
where
4 —0.14
H = 4 o019 (’“) (24)
3 Mref

being Eo the E6tvos number and pier =0.0009 kg m sl

Lift and virtual mass forces have also been included in the
study in order to assess its influence on the hydrodynamics of the
bubble column. The lift force acts perpendicular to the direction
of relative motion of the two phases. The model considered in
this work accounts for the shear-induced lift force acting on a
dispersed phase in the presence of a rotational continuous phase:

LF LF
Flg = —Fg =agnCL(vg —v) X @, we = curl(yy)
(25)

where C1, is a non-dimensional lift coefficient. The value of Cy,
depends on the particular bubble size and it can be calculated as
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function of non-dimensional variables such as the bubble E6tvos
number and bubble Reynolds number [42]. In the present work,
a constant value of 0.5 for Ci. has been used, a value that has
been proved to give accurate results in bubble columns with low
aspect ratios [39].

The virtual mass force is proportional to relative phasic accel-
erations as follows:

(26)

Dyv, Dy
Fig = —Fy = agpiCym ( -

Dy Dy

The non-dimensional virtual mass coefficient takes the value of
Cvym =0.5 for inviscid flow around an isolated sphere.

3. Numerical model

The numerical solution of the continuity and momentum
equations is obtained using the CFD code ANSYS CFX 10.0,
which is a vertex-centered code based on the finite volume
numerical method.

The Navier-Stokes conservation equations described above
are discretized using an element-based finite volume method
[43]. The mesh may consist of tetrahedral, prismatic, pyramid,
or hexahedral elements. The discretization of the conservation
equations is fully conservative and time-implicit. The conserva-
tion equations are integrated over each control volume, volume
integrals are converted to surface integrals using Gauss’ diver-
gence theorem, and surface fluxes are evaluated in exactly the
same manner at the two control volumes adjacent to an integra-
tion point.

The advection scheme used to evaluate the variable (¢;,) in
terms of neighboring vertex values (¢) is extremely important
for the solution accuracy. It can be written as

bip = dup + BVPAT 27)

¢up is the upwind vertex value and Ar is the vector from the
upwind vertex to the integration point. The quantity BV@AF
is called numerical advection correction. If 8=0, this scheme
recovers the first-order upwind scheme, which is bounded but
excessively diffusive. If =1, this scheme is a second-order
upwind-biased scheme, but unbounded. A bounded high-
resolution scheme, used in this work, can be obtained by making
B as close to 1 as possible, but reducing where necessary to pre-
vent overshoots and undershoots from occurring. For standard
advection terms, CFX uses a method similar to that described
by Barth and Jesperson [44]. This numerical method is formally
second order accurate as well as bounded since it reduces to first
order only near discontinuities. Accuracy and stability are then
assured, while non-physical numerical oscillations are avoided.
This scheme is used for the continuity and momentum conser-
vation equations while an upwind scheme is used for the k—¢
turbulence equations. However, the numerical diffusion intro-
duced by these equations has minor or no effect, as described
by Oey [26]. The mass flows must be discretized carefully to
avoid pressure—velocity decoupling. This is performed by gen-
eralizing the interpolation scheme proposed by Rhie and Chow
[45]. The linear system of equations is solved using a coupled
algebraic multigrid technique [46].

4. Experimental and computational procedures
4.1. Experimental set-up

The experimental set up includes a 0.2 m wide, 1.8 m high and
0.04 m deep PMMA (polymethyl methacrylate) bubble column.
The column is filled with water (H=45cm) at room temper-
ature and atmospheric pressure while air is fed from the gas
chamber through an aluminum sparger (eight centered holes
of 1 mm of diameter and 6 mm pitch). This column config-
uration has been proved to be very interesting since liquid
vortices generated by the bubble plumes are a favorable fac-
tor for mixing and, therefore, for speeding up all transport
processes [2]. Additionally, the existence of flow structures
showing unsteady liquid recirculation is a typical phenomenon
in industrial-scale bubble columns [1]. Ug is varied from 0.24
to 2.13cms™! by means of the appropriate combination of
volumetric flow meters. This range of values of Ug allows
the study of different flow regimes [25]. Validation of the
numerical simulations is based on three sets of experimental
results:

1. Visual observations: qualitative validation of the numerical
results is performed by means of the images obtained using
a digital video system consisting on a digital camera and a
500 W halogen light.

2. Global gas hold-up and POP: quantitative validation of
the numerical results is based on the pressure time series
obtained by means of two piezo-resistive sensors (Keller
PR35X, 0-200 and 0-500 mbar with and a resolution of
0.002% of the full scale) flush mounted on the sidewall
of the column. The calculation of the global gas hold-up
is based on the well-known manometric method that con-
siders the static pressure difference between two pressure
sensors [47,48]. On the other hand, the calculation of the
mean POP is performed by means of the transformation
of the pressure time series from the time domain to the
frequency domain and the subsequent identification of the
characteristic frequency of the peak in the low frequency band
(0-1Hz) [16].

3. Sauter mean bubble diameter: quantitative validation of
the numerical results obtained from the multiple bubble
size model is based on the experimental determination
of the bubble size distribution. A video image sys-
tem consisting on a high-speed digital camera (Redlake
MotionScope PCI® 1000s) and a 500 W halogen light is
used for such purpose. Several frames are selected for
each value of Ug. After manipulation of the obtained
frames by means of an image processing software, the
Sauter mean bubble diameter (d3;) is calculated using
Eq. (28):

k53
>izinidp;
)
> izinidg;

Further details about the experimental set-up and the calcula-
tions performed are given somewhere else [25,49].

(d32)experimental = (28)
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Fig. 1. Bubble column geometry. (a) Dimensions and (b) 3D representation.

4.2. Numerical solution quate spatial resolution, three different non-uniform hexahedral
grids having 17 (width) x 7 (depth) x 25 (height) cells (coarse),

The simulated bubble column is shown in Fig. 1. A high reso- 32 x 11 x47 cells (medium) and 62 x 19 x 92 cells (fine) are
lution advection discretization scheme is used for the numerical used in this work (Fig. 2). Time integration is performed by
solution of the model equations. In order to establish ade- means of a second order backward Euler time discretization

T 77T T 77T 7]
[T
J i

S
J T i
J 7 7 J 7 7 7 7 [ /7

[ T T IN I PP7rrFr7r7rr7 777N

[T T 7 N7

ST 7]
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7

(a) Fine: 108376 cells (b) Medium: 16544 cells (c) Coarse: 2975 cells

Fig. 2. Mesh configurations used in the numerical simulations. (a) Fine; (b) medium; (c) coarse.
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scheme. The effect of changing the time step on the results is
studied in order to prove the appropriateness of the selected time
step.

The area of the sparger through which gas enters the domain
is modeled as a rectangle with an area equal to the total area
enclosed by the 8 centered 1 mm circular holes [8] (see Fig. 1).
The gas inlet is modeled providing the value of the normal veloc-
ity as a function of the gas volumetric flow rate. Only bubbles of
the fifth group (Table 1) are considered to enter the domain. At
the gas outlet, a degassing boundary condition is implemented.
This type of boundary condition is used to model a free surface
from which dispersed bubbles, that “see” this boundary as an
outlet, are permitted to escape, but the liquid phase, that “sees”
it as a free-slip wall, is not. Outlet pressure is not specified,
instead, a pressure distribution is computed on this fixed-position
boundary, which can be interpreted as representing the weight
of the surface height variations in the real flow. The height of
the gas—liquid dispersion is considered equal to the height of the
liquid phase at time zero. Considering that the maximum global
gas hold-up experimentally observed in this work is approxi-
mately 4%, this approximation can be considered valid. At the
rest of the walls, a no-slip boundary condition for the liquid
phase and a free-slip boundary condition for the gas phase are
considered.

Simulations are carried out on two computers powered by
an AMD Athlon 64 3200+ processor running at 2.01 GHz with
2.00 Gb of RAM and an AMD Athlon 64 X2 4400+ Dualcore
processor running at2.21 GHz with 3.37 GB RAM, respectively.
Transient simulations are started using the results of a steady
state simulation. Each transient simulation takes from several
hours to several days depending on the spatial and time resolu-
tion. Unless it is otherwise stated, the simulations are performed
without the consideration of non-drag forces. The mesh and
time-step used in the simulations are selected in the next section
of this paper.

5. Results and discussion
5.1. Mesh size and time-step optimization

In order to keep under reasonable limits the computational
time spent on the selection of the appropriate mesh and time step,
the results presented in this section corresponds to a simplifica-
tion of the multiple bubble size model described in Table 1. This
simplification consists on the reduction of the number of bubble
groups to 5 instead of 10, keeping the same maximum and min-
imum diameters. This simplification is only applicable to this
section.

As it was mention above, in order to study the influence of the
mesh resolution on the results, three different grids have been
generated: coarse, medium and fine (Fig. 2). The results are pre-
sented in Table 2 for a time step of 0.025 s and Ug =2.13 cm/s.
As it can be observed, a better agreement between experimen-
tal and numerical results is achieved with the coarse mesh,
whereas numerical results with medium and fine grids differ
more from experimental data. Buwa et al. [16] and Pfleger and
Becker [22] also reported that as the grid size is decreased, the

Table 2
Mesh size effect on the calculated gas hold-up and plume oscillation period
parameters

Mesh Number Number Cell size Gas POP (s)
of cells of nodes (mm) hold-up

Coarse 2975 3744 11.2 0.0430 2.84

Medium 16544 19008 6.0 0.0370 3.42

Fine 108376 117180 32 0.0366 3.20

Time step: 0.025s; Ug: 0.0213 m/s; experimental gas hold-up =0.041; experi-
mental POP =2.80 s; calculated mean Sauter diameter =5.26 mm.

agreement between predicted long time-averaged axial velocity
and experimental data deteriorates. Bech [4] found that tran-
sient turbulence models produce new modes of instability in the
plume oscillation as the mesh is refined, thus being the results
dependent on which length scales of motion are represented.
This fact was associated with the turbulent spectrum. In his
work [4] a comparison between the Kolmogorov length scale
and the cell size is also shown. It was found that meshes with
cell size around 50-100% of the Kolmogorov length scale pro-
duced similar or grid-independent results, which were in good
agreement with experimental data. However, for finer meshes
with cell size around 20% of the Kolmogorov length scale, new
modes of oscillation occurred. Other authors like Frank [50]
and Krepper et al. [50] mention that the specification of the
spatial resolution may be restricted by the bubble size. Krep-
per [51] also cites the works of Milelli [52] and Lakehal et al.
[53], who recommend a cell size larger than 1.5 times the bubble
size for LES simulations. Considering the results presented in
Table 2, the coarse mesh has been selected for the further work
unless otherwise indicated, as it provides better agreement with
experimental results. A more detailed research on the relative
importance of numerical errors and model errors is necessary in
order to determine the reason for this fact, as finer meshes are
assumed to be more accurate in terms of the size of the truncation
error.

The influence of the time-step size on the results has been
also investigated. The size of the time step is related to the
grid size via the CFL number. To resolve the transient phe-
nomena, a CFL number of the order of one is required [4].
In this way, the time step can be selected based on the CFL
condition:

At < m (29)

where |v| is the magnitude of the vertical component of the
velocity vector, Ay is the characteristic dimension of the cell and
At the time step. Considering the characteristic dimension of the
cells in the coarse mesh and a conservative value for the terminal
rise velocity of large bubbles of 30 cm/s, the application of the
CFL criterion leads to a value of the time step of At <0.037s.
Finally, based on the results shown in Table 3, the time step
was selected to be 0.025s. On one hand, Ar=0.025s verifies
the CFL condition and, on the other hand, further refining of the
time step does not lead to significant changes on the predicted
results.
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Table 3

Time-step effect on the calculated gas hold-up and plume oscillation period
parameters

Time step (s) Gas hold-up POP (s)
0.25 0.0430 3.20
0.025 0.0430 2.84
0.01 0.0463 2.83

Mesh: coarse; Ug: 0.0213 m/s; experimental gas hold-up = 0.041; experimental
POP=2.80s.

5.2. Flow visualization: experimental versus simulated
results

Fig. 3(a) shows characteristic experimental snapshots of the
vortical flow in the bubble column at different Ug values. Addi-
tionally, Fig. 3(b) shows the simulation results: gas hold-up
distribution and water superficial velocity. It can be clearly seen
that experimental and calculated results are in good agreement
regarding basically the existence of the three-region vortical flow
with several particularities that depend on the values of Ug.
The calculated results reproduce accurately the central bubble
plume (central bubble plume region) that moves periodically
from side to side of the bubble column with decreasing period
and increasing amplitude as Ug increases. The vortical region is
also reproduced, with three transient circulation cells of variable
dimensions. The liquid phase, which does not escape from the
bubble column, descends along the sidewalls of the bubble col-
umn (descending flow region). The calculated dispersion of the
bubbles at different Ug values is, as well, in good accord with
the experimental observations. At the lowest Ug studied, there
are no bubbles outside the central bubble plume region. Close
to the sparger, the bubbles gather together, while close to the
liquid level, the bubbles spread, covering a wider length of the
bubble column width. However, partial aeration in the whole
bubble column is clear. As Ug is increased up to 1.20 cm/s,
small bubbles are trapped by the moving liquid vortices in the
higher section of the bubble column and they move downwards
along the sidewalls. Therefore, total aeration is now obtained in
the higher section of the bubble column. At the maximum Ug
value, the downward movement of the liquid draws bubbles to
a region close to the gas inlet resulting in the total aeration of a
great part of the bubble column.

It is also interesting to point out the significant differences
between the instantaneous flow regime experimentally observed
and accurately reproduced by the simulations and the time-
average flow regime obtained when time-averaged experimental
parameters (such as gas hold-up or liquid velocity) are used.
Fig. 4 illustrates these differences. It can be observed that the
resulting time-averaged flow pattern consists on a non-uniform
velocity distribution presenting an upward flow in the column
center and a downward flow along the column walls, a liquid cir-
culation mode, commonly referred as “Gulf-stream” or “Cooling
tower” flow regime [17]. This type of flow differs considerably
from the instantaneous flow pattern previously described. It is
therefore essential to capture the dynamic nature of the flow to
accurately describe the hydrodynamics as well as mixing and
transfer processes in bubble columns.
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Fig. 3. Snapshots of the gas—liquid flow in the bubble column at different values
of Ug. (a) Experimental; (b) computational. From left to right: gas hold-up
distribution represented by 10 contours 0 (white); >0.1 (black). Water superficial
velocity field (normalized arrows).

5.3. Gas hold-up and POP: experimental versus simulated
results

The gas hold-up is a very important variable in the study of
bubble columns. The analysis of the evolution of the global gas
hold-up with Ug is a basic procedure on the flow regime identifi-
cation under particular experimental conditions [54,55]. Global
gas hold-up data measured and calculated are shown in Fig. 5.
As it can be readily seen, there is no change in the slope of the
curve described by the experimental results and a continuously
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increasing concave line represents well the global hold-up data.
These features of the curve point to the existence of a unique flow
regime that, according to the flow images, corresponds to the vor-
tical flow. Good agreement is obtained between the experimental
data and the simulations performed, what confirms the choice
of the bubble size distribution as well as the numerical model.
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Fig. 5. Comparison between experimental and calculated global gas hold-up at
different superficial gas velocities.

Most of the problems encountered when calculating the hold-
up take place at high Ug values, basically due to the common
assumption of single bubble size distribution [56]. However,
considering that most industrial applications of bubble columns
are based on the turbulent flow regime and, therefore, take place
at high Ug values, it is obvious that the introduction of multi-
ple bubble size simulations is essential. Nevertheless, in some
cases, the introduction of multiple bubble sizes does not solve
the problem completely [35] and the model underestimates the
value of gas hold-up at low Ug values while it overestimates it
at high Ug values, not being able to account for the changes in
the flow regime. In the cases presented here, the vortical regime
prevails and even though differences in bubble distributions are
clearly observed at different Ug, the multiple bubble size model
seems to perform well under all experimental conditions studied
in this work that include higher Ug values than those presented
by other authors [3,5,16].

The wavelike motion of the bubble plumes is an essential
characteristic of partially aerated 2D bubble columns as it has
been shown in the previous section. Here, a quantitative vali-
dation of the numerical model used in the simulation based on
plume oscillation experimental data is presented. Time series of
simulated horizontal liquid velocities at different Ug values are
shown in Fig. 6. The periodicity of the movement of the bubble
plume can be clearly observed at Ug values up to 1.66 cm/s.
At Ug =2.13 cm/s the velocity time series does not appear to
be periodic and several other physical processes with different
characteristic frequencies seem to be affecting this parameter.
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This is probably due to the existence of a wider bubble size
distribution caused by the coalescence and breakup of bubbles
that leads to the existence of small bubbles that oscillate much
more chaotically and irregularly [16]. Another important factor
might be the omission of the non-drag forces on the numeri-
cal model. As it will be shown later, the consideration of lift
forces on the simulations leads to a much more periodic hor-
izontal liquid velocity at high Ug values. However, lift forces
affect other parameters resulting in higher POP, higher global
gas hold-up and non-symmetric oscillation of the plume. This
is discussed in detail in section 5.5. Also, in Fig. 6 it can be
seen the differences on the amplitudes of the waves described
by the horizontal liquid velocity characteristic of bubble plumes.
While at the lowest Ug value studied here the horizontal liquid
velocity oscillates between £0.2 m/s, this amplitude increases to
values up to 0.4 m/s at intermediate volumetric gas flows. These
values agree well with those presented by other authors [5,16]
at similar values of Ug.

The calculation of the POP was based on the number of cycles
displayed by the horizontal liquid velocity profile on a given
period of time measured at the central point of the bubble col-
umn (Fig. 6) [16]. This method gives accurate results at low Ug
values. However, as Ug is increased, the number of cycles cannot
be counted so accurately. In these cases, the horizontal velocity
data was normalized and the resulting data set is transformed
from the time domain to the frequency domain by means of
the calculation of the fast Fourier transform [57]. The results are
shown in Fig. 6. As it can be seen, the characteristic peak clearly
moves to higher values of frequency as Ug is increased. The POP
is now calculated as the inverse of the characteristic frequency
obtained in the power spectrum. The results are shown in Fig. 7.
Good agreement between the experimental and the calculated
values of the bubble plume oscillation period is obtained. At
low Ug values, the frequency of oscillation is low and it rapidly
increases as Ug increases until reaching an approximately con-
stant value at high Ug values. This variation has been related to
the bubble size distribution inside the bubble column [16]. The
occurrence of the coalescence and break-up processes increases
rapidly at low values of Ug while they reach an approximately
steady level of occurrence at high values of Ug.

5.4. Bubble size distribution: experimental versus
simulated results

Only a few publications have dealt with Ug values at which
coalescence and break-up processes are important. However,
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Fig.7. Comparison between experimental and calculated POP at different super-
ficial gas velocities.

this is an essential phenomenon on flow regime transitions in
bubble columns and becomes predominant at high Ug values
that result in the existence of the turbulence flow regime. In this
work, as it has been previously pointed out, the bubble column
works under the vortical flow regime at all the studied values
of Ug. However, it is observed that the bubble size distribution
evolves from a single size to a multiple size mode. Therefore, it
seems clear that the modeling of the bubble column should allow
the possibility of the existence of several bubble sizes. In this
section, results obtained from single and multiple size bubble
groups models are compared with experimental data. Addition-
ally, the experimental and theoretical mean Sauter diameters are
presented.

Tables 4 and 5 show the results obtained when using mono
and multiple bubble size models. The former model was based
on bubbles of 5mm diameter. Acceptable agreement between
calculated (both single and multiple size bubble distributions)
and experimental gas hold-up and POP is obtained. Neverthe-
less, as it can be seen, the monodispersed model leads, in most
of the cases, to greater relative errors than those obtained with
the polydispersed model and therefore, the use of the latter
model improves the prediction of both the global gas hold-up
and of the POP, which are the parameters used to described the
hydrodynamics in the bubble column.

Comparison of experimental and calculated gas hold-up obtained using monodispersed (M) and polydispersed (P) models

Ug (m/s) Gas hold-up Relative error
Experimental Simulated (M) Simulated (P) Experimental-simulated (M) Experimental-simulated (P)
0.0024 0.0069 0.0064 0.0064 7.81 7.81
0.0071 0.0181 0.0164 0.0169 10.37 7.10
0.0120 0.0263 0.0221 0.0263 19.00 0.00
0.0166 0.0336 0.0322 0.0335 4.35 0.30
0.0213 0.0410 0.0443 0.0448 7.45 8.48
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Table 5

Comparison of the experimental and calculated plume oscillation period (POP) obtained using monodispersed (M) and polydispersed (P) models

Ug (m/s) POP (s) Relative error

Experimental Simulated (M) Simulated (P) Experimental-simulated (M) Experimental-simulated (P)

0.0024 11.38 10.85 10.46 4.88 3.80

0.0071 5.69 7.02 7.31 18.95 22.16

0.0120 43 4.39 4.27 2.05 0.70

0.0166 3.0 3.66 3.20 18.03 6.25

0.0213 2.8 3.06 2.84 8.50 1.41
7 y ' " g S Evperiontal Sauter diameter with Ug. The study of this type of graphs is
% Caloulared very important since they are illustrative of the existing flow
£ 6.5 © 1 regime [35,58]. In the plot obtained in this work two regions
E |, can be distinguished. First, at low Ug values, the mean Sauter
% diameter increases until reaching a maximum value. Follow-
§ G ] ing this maximum, the Sauter diameter decreases to become,
= - in the region of Ug=1.19 cm/s, approximately constant. The
% 5.5r 1 evolution of the mean Sauter diameter is directly related to
@ o - - the coalescence and break-up phenomena. At low Ug values,
§ 5L o @ ] the coalescence of bubbles predominates with the consequent
£ increase on the mean Sauter diameter. As Ug increases, the
% break-up phenomena starts being significant until becoming
LB | ] equivalent to the level of occurrence of coalescence, velocity
at which the mean Sauter diameter does not change signifi-
cantly. This region of constancy of the mean Sauter diameter
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Fig. 8. Comparison between experimental and calculated global mean Sauter
diameter.

The calculation of the global mean Sauter diameter obtained
from the simulations is based on Eq. (30) [35]:

1
2321(Fi/di)

F; and d; are the global mean size fraction and diameter of group
i, respectively. The comparison between experimental and cal-
culated mean Sauter diameter at different Ug values is presented
in Fig. 8. The prediction of the mean Sauter diameter by means
of the CFD calculations is satisfactory except maybe the calcu-
lations that correspond to Ug =0.24 and 0.71 cm/s, condition at
which the model over and under predicts the experimental val-
ues, respectively. Fig. 8 also shows the evolution of the mean

(d23 Jealculated = (30)

Table 6

is characteristic of the transition and heterogeneous regime [58]
and, in the case presented here, is denoting the transition to the
FDVE

5.5. The role of lift and virtual mass forces

In order to study the influence of the non-drag forces, the
following cases are studied:

e Case A: a first set of calculations considering only the drag
force.

e Case B: a second set of calculations where drag and virtual
mass forces are considered.

e Case C: a third set of calculations with drag and lift forces.

This strategy is followed for two different values of Ug, and
the results are shown in Table 6. Wall force is not considered in

Comparison of the experimental and calculated gas hold-up and plume oscillation period for Ug =0.0024 and 0.0213 m/s

Case Ug (m/s) Gas hold-up Plume oscillation period (s)
Experimental Calculated Experimental Simulated

A 0.0024 0.0069 0.0064 11.378 10.460

B 0.0063 10.332

C 0.0070 11.660

A 0.0213 0.041 0.0448 2.80 2.84

B 0.0403 2.84

C 0.0876 3.47

Case A: just drag force; case B: drag and virtual mass forces; case C: drag and lift forces.
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any of the studies of this work given the small vertical dimension
of the bubble column.

As it can be seen in Table 6, for low Ug values, the addition
of lift forces improves the prediction of the experimental gas
hold-up and POP results. However, for high Ug values, case C
over-predicts both simulated hold-up and POP. In fact, this is
the case where lift forces have a more important contribution, as
higher Ug yield higher continuous phase shear rates. Therefore,
cases with lower superficial velocities are expected to present
fewer differences, as confirmed by the results shown in Table 6.
Additionally, it is observed that the values of simulated POP
are not very sensitive to the virtual mass force term, as it has
been also reported by Buwa et al. [16]. In fact, for the range of
Ug values considered in this work, results with only drag forces
and with drag and virtual mass forces are in the same order of
accuracy, with relative errors in the prediction of gas hold-up
and POP of less than 10%. The reason is that the relative phasic
acceleration, which is responsible for the virtual mass force,
is small for the range of Ug values considered. Therefore, the
contribution of virtual mass force is not dramatic. These results
contrast with those reported by other authors [12] that show
improved agreement between experimental and numerical POP
values when virtual mass force was included.

Additionally to the studied numerical values of the gas hold-
up and the POP, the evolution of the horizontal liquid velocity

with time and the time averaged gas hold-up and vertical liquid
velocity are studied. While at Ug = 0.24 cm/s there are no signif-
icant differences between cases A, B and C, at Ug=2.13 cm/s,
case C shows some particularities. Fig. 9 shows a comparison of
the parameters mentioned above for cases B and C (case A and
B are equivalent) at Ug =2.13 cm/s. As it can be clearly seen in
Fig. 9 (a), the time evolution of the horizontal liquid velocity at
three different positions for cases B and C differ considerably.
While for case B, the horizontal liquid velocity fluctuates up and
down in an apparent non-periodic way, the same variable shows
aclear periodicity and asymmetry with respect to zero for case C.
These differences are evidenced in Fig. 9 (b), that shows the time
averaged gas hold-up and vertical liquid velocity at y=0.225m,
7=0.02m for cases B and C. As it can be readily observed, the
time averaged profiles of gas hold-up and vertical liquid velocity
for case B are typical of the “cooling tower” flow regime pre-
viously described, characteristic of the coalesced flow regime
and experimentally observed by other authors [5,16]. However,
for case C, the profiles are not symmetric with respect to the
center of the column width, especially the gas hold-up profile.
This results in a time-averaged flow regime (Fig. 10) showing a
central meandering bubble plume characteristic of the instanta-
neous flow regime. The results obtained for case C show how the
lift force cause, at least temporarily, the bubble plume to move
preferably to one side of the bubble column. This is due to the
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Fig. 10. Time averaged gas hold-up distribution represented by contours (a) and time averaged vertical liquid velocity field represented by arrows (maximum velocity:
0.433 m/s; minimum velocity: 0.013 m/s) (b) at Ug =0.0213 m/s. The results correspond to case C.

fact that the lift force acts perpendicular to the direction of rela-
tive motion of the two phases (as shown in Eq. (13)) and causes
the bubbles to move towards the sides. However, since exper-
imental results differ considerably from the simulated results,
either the inclusion of the lift force in this type of experimental
studies is not adequate, or the lift coefficient is not appropriate.

6. Summary and conclusions

Dynamics of the gas-liquid flow in a rectangular bubble
column have been studied by means of E-E simulations. The
reference model has considered a multiple bubble size distri-
bution, consisting on 10 groups of bubbles of minimum and
maximum diameters of 1 and 10 mm, respectively, and only the
drag force in the interphase momentum exchange. Qualitative
validation of the proposed model has been based on processed
images of the gas—liquid flow in the bubble column. Quantitative
validation has been based on the comparison between exper-
imental and simulated results of three essential parameters in
the hydrodynamics of this type of two-phase flow: the global
gas hold-up (obtained by means of the manometric method),
the POP (obtained form wall pressure fluctuations time series)
and the bubble size distribution (obtained by photography). In
order to study other alternatives to the reference model described
above, two modifications have been introduced. First, the mul-
tiple bubble size has been substituted by a single bubble size
distribution and the results have been compared. Second, non-
drag forces (virtual mass and lift forces) have been included and,
again, the results have been compared to the reference model.
Previous studies on the influence of mesh resolution and time

step have been performed in order to establish the proper grid
and time step for the simulations.

The results presented in this paper reveal that, qualitatively,
the model reproduces the type of gas—liquid flow observed in
the bubble column, that is, the three-region vortical flow. The
model predicts the descending, vortical and central bubble plume
regions as well as the oscillating movement of the plume that
were distinguished visually. Additionally, the experimentally
observed evolution of the aeration in the bubble column with
Ug is in good accord with the calculated results. Quantitatively,
both global gas hold-up and POP are fairly well reproduced
by the simulations with relative errors (in absolute value) that
oscillate between 0-9 and 0-22%, respectively. When the results
obtained with a multiple size distribution model are compared
with the results obtained using single bubble size distribution,
it can be said that most of the global gas hold-up and POP pre-
dictions obtained with the later model result in larger relative
errors, especially at higher values of Ug. However, at the lower
superficial gas velocities (Ug =0.24 and 0.71 cm/s), precisely
when coalescence and break-up phenomena are less important,
the monodispersed model generates POP values closer to exper-
imental data. The experimental results obtained for the global
mean Sauter diameter reveal the existence of a superficial gas
velocity (Ug &~ 1.20 cm/s) that separates two regions: one region
at which coalescence predominates (at low Ug) and a second
region at which the frequency of occurrence of coalescence and
break-up phenomena are leveled. The Sauter diameter obtained
by means of the simulations is in good agreement with the
experimental results at values of Ug of 1.20cm/s and up. At
lower values of Ug, the agreement between experimental and
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calculated data becomes poorer and therefore, the break-up and
coalescence models used in these simulations are not able to
reproduce accurately the frequency of occurrence of these phe-
nomena. The consideration of non-drag forces resulted in two
different conclusions. The virtual mass force does not have a
considerable effect on the results at any of the studied values of
Ug while the lift force has remarkable negative effects on the
calculated parameters at the highest values of Ug, at which it is
considered to have the greatest effect. The calculated global gas
hold-up and POP as well as the time-averaged and time depen-
dent results differ considerably from the experimental results.
Different lift force coefficients may be used in future studies to
determine the adequate values at particular values of Ug and
bubble size.
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